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Learning Objectives 

After reading this chapter and answering the review questions at the end, you should be able to: 

• Explain why it is useful to think of Earth as a system. 
• Describe the effect of feedbacks on the climate system. 
• Explain the difference between weather and climate. 
• Describe the climate-forcing mechanisms related to insolation, heat transport over Earth’s surface, 

and changes in the atmosphere’s energy budget. 
• Explain the difference between direct and proxy data about Earth’s climate, and give examples of 

each. 
• Describe the role of computer models for understanding the Earth system. 
• Summarize the history of human influence on the Earth system. 
• Explain how carbon isotopes link rising atmospheric CO2 levels to fossil fuels burned by humans. 
• Describe how humans have affected the present-day carbon cycle and why the human contribution 

is significant.
• Summarize the kinds of observations that show signals of present-day climate change. 
• Describe the current and projected state of the Earth system in the Anthropocene Epoch. 

 
Figure 16.1 Antarctic Peninsula. Antarctica was not always covered by ice. A change in the 
Earth system triggered the onset of Antarctic glaciation approximately 40 million years ago. 
Source: Karla Panchuk (2018) CC BY-SA 4.0. Photo: Liam Quinn (2011). See Appendix C 
for more attributions. 
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The Only Constant Is Change 

If one thing has been constant about the Earth system over geological time, it is unceasing change. In the 
geological record of climate, sedimentary deposits provide evidence of glaciations in the distant past; the 
chemical characteristics of sea-floor sediments tell about periods of extreme warmth. The Earth-system, 
and thus Earth's climate, has not only changed frequently, but also with large temperature fluctuations. 
Today’s mean global temperature is approximately 16°C. During Snowball Earth episodes more than 600 
million years ago, when Earth's surface was frozen from pole to pole (or nearly so), the global mean was as 
cold as -50°C. At various other times in Earth history, it has been close to 30°C. 

Part of this chapter addresses natural processes of climate change, how they work, and how we know what 
Earth's past climate was like. Geologists study those natural climate-change processes to understand how 
human-caused, or anthropogenic, changes to the Earth system might affect the climate in the future, and 
how much the climate has changed over the time that humans increased their influence on the Earth-
system. The rest of the chapter addresses what has been learned by asking those questions. 

16.1 What is the Earth System? 

Earth can be characterized in terms of its “spheres.” The atmosphere is the envelope of gas surrounding 
the planet. The hydrosphere is the water on the planet, whether in oceans, rivers, glaciers, or the ground. 
The biosphere comprises living organisms. The li thosphere is the rocky outer shell of the planet. 

Components of these spheres interact constantly, with processes occurring in one sphere having an impact 
in other spheres. Cycles such as the water cycle or the carbon cycle constantly move matter and energy 
between spheres. Taking an Earth-system approach—looking at how the spheres are connected—is a 
way to account for the web of interactions responsible for the “big picture” of the Earth that we know. 

The climate change related to the opening of the Drake Passage (Figure 16.2) is a good example of why a 
system of interactions is needed to understand how Earth works. The Drake Passage (bottom left map) is 
the gap between the southern-most tip of South America, and Antarctica.  

Prior to 40 million years ago, the Drake Passage did not exist (top left map), and neither did the Antarctic 
ice cap. The arm of land connecting South America and Antarctica allowed warm ocean currents (red 
arrows) to carry heat from the equator to Antarctica. When the gap opened up, a new cold-water current 
formed (blue arrows) that blocked warm water from reaching Antarctica. Without the warm current, 
Antarctica froze over. 

There were many interconnecting processes within the Earth-system (Figure 16.2, right) that drove 
glaciation in Antarctica. First, heat energy within Earth drove plate tectonics (lithosphere), making it 
possible for South America to separate from Antarctica. This impacted ocean currents (hydrosphere), and 
ultimately how water was stored on Antarctica (hydrosphere) by changing the climate of Antarctica. 

In the Earth system, nothing happens in isolation. The change in the climate of Antarctica had a global 
impact. The ice cap on Antarctica increased Earth’s albedo, the reflectiveness of Earth’s surface. The 
more reflective Earth’s surface, the more of the sun’s light is reflected back into space without heating 
Earth. This caused even more ice to form, and cooled the planet as a whole. 

When Earth cools, the change in temperature has a cascade of effects including changing precipitation 
patterns (hydrosphere), and changing the characteristics of habitats (biosphere). When habitats cool, 
organisms needing more warmth will migrate closer to the equator. This is true of plants as well as other 
forms of life.  

Ice is not the only type of land cover that affects albedo—forests do as well. Forests also increase local 
atmospheric moisture levels through transpiration, when they release water vapour into the atmosphere. 
Local temperature and moisture differences also affect rainfall patterns on top of larger-scale changes 
resulting from cooling. 
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Figure 16.2 An example of Earth-system interactions. The opening of the Drake Passage 
changed how ocean currents moved heat around the planet, and cooled Antarctica until it froze 
over. Source: Karla Panchuk (2018) CC BY-NC-SA 4.0. Map: Modified after Woods Hole 
Oceanographic Institution. See Appendix C for more attributions and terms of use. 

The chain of events in summarized in Figure 16.2 is only a broad overview of all of the consequences of 
opening a gap between South America and Antarctica. For example, it does not include the effects of what 
a change in the types of plants in a location does to local weathering and erosion. Trees can accelerate 
weathering, releasing more nutrients from rocks into runoff, which can affect algae blooms in water bodies, 
which in turn reduces oxygen levels in the water, which affects organisms living in the water that rely on 
oxygen. 

Trees growing along a river can also slow the rate of erosion, reducing the amount of sediment in the river, 
and ultimately the rate of development of a delta at the river’s mouth. Deltas undergo subsidence as 
accumulated sediments are compressed, so if the sediment supply is reduced, parts of the delta may become 
flooded, changing the extent of wetlands. Wetlands with waters depleted in oxygen can prevent plant 
material from decaying and releasing their carbon back into the carbon cycle as carbon dioxide. Changing 
atmospheric carbon dioxide levels alters the way energy moves through Earth’s atmosphere, and affects 
Earth’s surface temperatures. 

The short version of why it’s important to look at Earth as a system is that everything is connected, so that 
a change in one part of the system can ripple through the rest of the system and have effects well beyond 
any one location or time. 

Feedbacks Amplify or Diminish Earth-System Change 

The web of interactions in the Earth system is complex, but there is yet another level of complication. 
Sometimes a change in the Earth system can trigger other changes that have the effect of amplifying the 
original change, or diminishing it. The series of interactions that amplify or diminish a change are called 
feedbacks. A feedback that amplifies change is called a posit ive feedback. A feedback that diminishes 
the size of a change is called a negative feedback. 
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In the events related to the glaciation of Antarctica, the formation of ice is an example of a positive 
feedback. Ice formation was caused by cooling, but it triggered even more cooling by reflecting sunlight 
away from Earth's surface. This is called ice albedo feedback.  An example of a negative feedback is 
plant growth. Plants need CO2 to make food, so as long as the plants have enough nutrients and water, and 
temperatures are still suitable, increasing CO2 in the atmosphere could increase plant growth. Plant growth 
would draw down atmospheric CO2, so that there would be less warming than would otherwise be expected 
from the initial rise in atmospheric CO2 levels. 

Misconceptions About Feedbacks 

There are two common misconceptions about feedbacks. One misconception is that positive feedbacks 
result in changes that are good, and negative feedbacks result in changes that are bad. In fact, whether a 
feedback is positive or negative is unrelated to whether or not the change would be considered a good 
thing. For example, if a feedback accelerates warming and makes an ecosystems uninhabitable for animals 
that used to live there, it would still be a positive feedback even though it had a negative impact on the 
animals in that ecosystem. A feedback that slowed the rate of warming and gave the animals time to adapt 
would still be considered a negative feedback even though it helped the animals to survive. 

Another misconception is that a positive feedback always results in some value increasing (e.g., a rise in 
temperature), and a negative feedback results in a decrease in that value. Positive feedbacks can cause a 
value to decrease (e.g., as ice forms more sunlight is reflected, leading to decreased temperatures), and 
negative feedbacks can cause a value to increase. What matters is whether the initial change is amplified or 
reduced, not which way the numbers are changing. 

Feedbacks and Instability in the Earth System 

The potential for sudden extreme changes in the Earth system depends on what feedbacks are available. At 
times when Earth's climate was much warmer than today, no glaciers were present. When the climate is 
much cooler, a relatively small decrease in temperature could be enough to start the formation of ice and 
trigger the ice albedo feedback. However, if the climate is much warmer, the same decrease in temperature 
would not cool Earth enough to trigger the ice albedo feedback, and further climate cooling would be 
avoided. The reverse is also true- if warming occurs in a climate that is cold enough for glaciers to form, 
some of that ice might melt, reducing the albedo of Earth's surface, and permitting even more warming. On 
the other hand, if the climate is already too warm for ice to exist, a small amount of warming won't be 
amplified in the same way. 

The albedo effect is not the only feedback that can make cooler climates less stable. Melting of 
permafrost  (sediment that remains frozen year round) can also have an impact. Frozen soil contains 
trapped organic matter that is converted by micro-organisms to CO2 and methane (CH4) when the soil 
thaws. Both these gases contribute to warming when they accumulate in the atmosphere. Additional 
warming can cause even more permafrost to melt, permitting even more activity by micro-organisms, and 
releasing more CO2 and CH4. 

Either of these feedbacks is enough on their own to accelerate climate change, but when they are both 
present together, the effect is even stronger. What this means is that the conditions in the Earth system 
before a change happens—called the init ial  conditions—play an important role in determining the 
impact of any changes that occur. A change that would have little impact under one set of initial conditions 
could have far reaching effects under another. Thinking of Earth as a system is a way to factor in the initial 
conditions. Otherwise we would be very puzzled why a small rise in global temperatures at one time in 
Earth history could have almost no discernible effect, but the same rise in temperatures at another time 
could lead to profound change. 

16.2 Causes of Climate Change 

What Is Climate? 

Our day-to-day experience of the Earth system is in the form of the conditions we experience at Earth's 
surface. The daily conditions that we think of as weather—the temperature, presence or absence of 
precipitation, winds, humidity, and so on—are a snapshot of the state of the Earth system at a particular 
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instant in time and in a particular location. The weather that we get is variable, but in Saskatchewan most 
people would not be surprised to experience summer days with temperatures of 20 °C to 30 °C, and winter 
days with temperatures between –20 °C to –30 °C. Our notion of what summers and winters are generally 
like reflects our understanding of Saskatchewan's climate. If we get a day in July with a daytime high of 
10 °C, that would seem like unusually cold weather because we know it is uncharacteristic of the climate 
over all. 

We characterize the climate by collecting data about the weather every day, and then calculating the 
average conditions over a period of decades. The Government of Canada provides averages for the periods 
1961 to 1990, 1971 to 2000, and 1981 to 2010 in an online database that is searchable by geographic 
location or station. (See the Resources section for the link.) Data measured at Saskatoon's Diefenbaker 
International Airport show that the average annual temperature from 1981 to 2010 is 0.6 °C higher than the 
annual average from 1961 to 1990, due warmer conditions in the winter and early spring (Figure 16.3). 

 

Figure 16.3 Average 
temperatures for the 
periods 1961 to 1990, and 
1981 to 2010 measured at 
Saskatoon's Diefenbaker 
International Airport 
(YXE). Source: Karla 
Panchuk (2018) CC BY 
4.0. Data from Canadian 
Climate Normals (see 
Resources). 

The climate as represented by the 1961 to 1990 interval was slightly cooler than the climate represented by 
the 1981 to 2010 interval. People who lived in Saskatoon between 1961 and 2010 may or may not have a 
sense that the weather they experienced from day to day was different for those intervals. In fact, some may 
have the record high of 35.3 °C on September 4, 1978 seared into their memory, and feel that Septembers 
just aren't as hot as they used to be. They would be correct that as of 2017, there are no September 
temperatures recorded at the Diefenbaker International Airport weather station with a daytime high greater 
than 35.3 °C. But if that gave them the impression that Septembers are cooler on average today than in the 
past, that would not be consistent with the data. 

Climate-Forcing Mechanisms 

A climate-forcing mechanism is a process that causes climate to change. Climate forcings work by 
initiating changes in how heat energy moves into, through, and out of the Earth system. When we discuss a 
particular climate change event, the climate-forcing mechanism is what initiated the change. Feedbacks 
also alter climate, but we want to know what triggered the feedbacks in the first place. 

Climate Forcing by Changes in Insolation 

Insolation, or incoming solar radiation, refers to how much of the sun’s energy reaches Earth’s 
surface in a given period of time. Insolation is measured in Watts per square meter (W/m2). 

Long-term Solar Evolution 

Over the long term (billions of years), stars like our sun become larger, brighter, and hotter (Figure 16.4). 
Earth receives 40% more heat from the sun today than it did 4.5 billion years ago. In Figure 16.4, the blue 
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Now arrow shows the sun’s current point in its life history. Although the blue arrow appears to indicate an 
instant in time, the time interval reflecting the duration of human existence on Earth is but a tiny fraction of 
the width of the line. As far as human experience is concerned, the long-term evolution of the sun is so 
slow that it has made no difference at all on insolation for the entire time humans have existed. 

 
Figure 16.4 The life history of a star, from condensation of a nebula, to expansion to a red 
giant, and ending as a white dwarf. Source: Karla Panchuk (2017) CC BY 4.0. Modified after 
Oliver Beatson (2009) Public Domain 

Orbital Cycles 

Insolation is also affected by cyclical changes in Earth’s orbit and rotation. Over intervals of approximately 
100,000 years, the eccentricity of Earth’s orbit changes. Eccentricity is a measure of how elliptical a 
circle is. Higher eccentricity means that the orbit is more elliptical (Figure 16.5, left, blue orbit), whereas 
lower eccentricity means the orbit is more circular (Figure 16.5, left, red orbit). Eccentricity is important 
because when it is high, the Earth-sun distance varies more from season to season than it does when 
eccentricity is low. 

Over intervals of approximately 41,000 years, the obliquity of Earth’s axis of rotation changes (Figure 
16.5, middle). This results in a nodding motion that alters how directly the sun shines on Earth’s poles. 
When the angle is at its maximum (24.5°), Earth’s seasonal differences are accentuated. When the angle is 
at its minimum (22.1°), seasonal differences are minimized. 

Cycles of precession happen over intervals of approximately 20,000 years, causing Earth’s axis of 
rotation to wobble (Figure 16.5, right). This means that although the North Pole is presently pointing to the 
star Polaris (the pole star), in 10,000 years it will point to the star Vega. 

 
Figure 16.5 Cycles in Earth’s orbit. Left: The shape of Earth’s orbit (its eccentricity) 
changes over 100,000 year cycles from more circular to more elliptical. Middle: Over 41,000 
year periods, Earth’s axis of rotation nods toward and away from the sun. Right: Over 21,000 
year cycles, Earth wobbles on its axis of rotation. Source: Karla Panchuk (2017) CC BY 4.0. 
Modified after Steven Earle (2015) CC BY 4.0. See Appendix C for more attributions. 

The importance of eccentricity, tilt, and precession to Earth’s climate cycles (now known as Milankovi!  
Cycles) was first pointed out by Yugoslavian engineer and mathematician Milutin Milankovi! in the early 
1900s. Milankovi! recognized that although the variations in the orbital cycles did not affect the total 
amount of insolation that Earth received, it did affect where on Earth that energy was strongest. Glaciations 
are most sensitive to the insolation received at latitudes of approximately 65°. As continents are configured 
today, this is most significant at 65° N, because there is almost no land at 65° S. 
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The most important factors are whether the northern hemisphere is pointing toward or away from the sun at 
its closest or farthest approach, and how eccentric the sun’s position is in Earth’s orbit. For example, if the 
northern hemisphere is at it farthest distance from the sun during summer (Figure 16.6, top), this means 
cooler summers. If the northern hemisphere is at its closest distance to the sun during summer (Figure 16.6, 
bottom), this means hotter summers. Cool summers — as opposed to cold winters — are the key factor in 
the accumulation of glacial ice, so the upper scenario in Figure 16.6 is the one that promotes glaciation. 
This factor is greatest when eccentricity is high. 

 
Figure 16.6 Effect of precession on insolation in the northern hemisphere summers. In (a) 
the northern hemisphere summer takes place at greatest Earth-sun distance, so summers are 
cooler. In (b) (10,000 years or one-half precession cycle later) the opposite is the case, so 
summers are hotter. The red dashed line represents Earth’s path around the Sun. Source: 
Steven Earle (2015) CC BY 4.0 

The effects of all three cycles are evident in geochemical climate data. Figure 16.7 shows the “signals” for 
obliquity (A), eccentricity (B), and precession (C) over a period from 800,000 years in the past, to 800,000 
years in the future. The vertical black line running down the middle of the diagram marks the present day. 
When the insolation from all three signals is determined, the result is a more complex waveform (D) with 
times of low variation in insolation, and times with higher variation in insolation. 
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Figure 16.7 Comparison of orbital cycles, insolation, and climate data for a 1.6 million year period. Source: 
Karla Panchuk (2017) CC BY-SA 4.0, modified after Incredio (2009) CC BY 3.0. See Appendix C for more 
attributions. 

The graphs E and F are climate information measured in microfossils dwelling at the ocean floor (E) and in 
water from ice cores (F). Peaks in temperature in F correspond to peaks in the oxygen isotope record in E, 
which indicate that it was warmer, there was less ice, and sea level was higher. Troughs are times when 
Earth was deep within an ice age. It was cooler, there was ice on land, and sea level was lower. 
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The vertical dashed lines on the left-hand side of Figure 16.7 mark the times of peak warm temperatures 
and allow for comparison of the timing of the temperature peaks with the timing of the orbital cycles. Peak 
temperature events are approximately 100,000 years apart, suggesting that the eccentricity cycle might be 
the most important contributor. Indeed, in B most (but not all) of the peak temperature events correspond to 
a time when Earth’s orbit was at or near peak eccentricity for that cycle. 

It is tempting to conclude that eccentricity is the most important orbital cycle for climate change over all. 
However, this pattern only began a little over 1 million years ago. For 1.5 million years before that, the 
41,000-year obliquity cycle seems to dominate insolation cycles. 

In general, times of warmest or coolest temperatures don’t line up perfectly with orbital cycles. There is no 
one orbital cycle that is most important for all of Earth history. It is also the case that changes in insolation 
due to orbital cycles are not sufficient to cause temperatures to change as much as the geological record 
says they have; feedbacks must be factored in to explain the observed temperature changes. 

Sunspot Cycles 

Sunspots are dark patches that appear on the surface of the sun as a result of intense local disturbances in 
the sun’s magnetic field (Figure 16.8, left). Loops of plasma (gas with electrical charge, Figure 16.8, right) 
follow along magnetic field lines from one sunspot to another. 

Figure 16.8 Sunspots. Left: 
Photograph of sunspots with 
dots representing the size of 
Earth and Jupiter for scale. 
Right: Plasma loops viewed 
in x-ray wavelengths jumping 
from one sunspot to another 
on the sun’s surface. Source: 
Left- NASA/Solar Dynamics 
Observatory (2012) Public 
Domain. Right- NASA/Solar 
Dynamics Observatory 
(2015) Public Domain 

Sunspots appear dark because they are lower-temperature regions on the sun’s surface. For that reason you 
might think that more sunspots means a reduction in insolation. In fact, just the opposite is true, because 
sunspots are a side-effect of increased solar activity. Peaks in the number of sunspots counted annually 
since approximately 1870 (Figure 16.9, blue), coincide with peaks in measurements of solar energy output 
from the same time period (Figure 16.9, pink). 

Sunspot cycles happen over approximately 11 year intervals, and the changes in insolation that occur 
during these cycles are relatively small. In the end the effect of sunspot cycles on climate can be lost amidst 
other factors. In Figure 16.9 there is no clear relationship between the sunspot cycles and the global average 
temperatures (in grey) reported for the same period. 
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Figure 16.9 Sunspot cycles. Peaks in the number of sunspots (blue) occur approximately every 11 
years, and these correspond to peaks in solar energy output (pink). The influence of sunspot cycles 
is too small to have a clear impact on global average temperatures (grey). Source: Karla Panchuk 
(2017) CC BY-SA 4.0. Sunspot records modified after D. Bice (n.d.) CC BY-SA 3.0. Global 
average temperature modified after Met Office (2015) Contains public sector information licensed 
under the Open Government Licence v1.0.

Be Aware of Graph Scales 

Figure 16.9 shows three kinds of data: temperatures, sunspot numbers, and solar energy flow. Each of these 
data sets is a different type of information, so each needs its own vertical axis. The vertical axes are scaled 
so that the data fill the area of the graph as much as possible. Stretching the vertical scale to fit the full 
plotting area makes it easier to see how well the peaks and troughs in each record line up with each other. 
Unfortunately, this can also skew our impression of the data. For example, in the period from 1880 to 1920, 
all three records have a similar vertical distance from peak to trough. In other words, all three records have 
approximately the same size of wiggles. This does not mean that the change in insolation from sunspot 
cycles was big enough to cause all of the variation in the temperature record. From this graph alone, there is 
no way to tell how much the change in insolation due to sunspot cycles mattered to global temperatures 
during the period 1880 to 1920. 

Climate Forcing by Changes in Heat Transport 

The ocean transports large amounts of heat around the Earth through a conveyor-belt-like system of 
currents. The ocean has surface currents that are driven by wind, but it also has deeper currents that are not 
wind-driven. The deeper currents behave like stacked rivers because they are different temperatures and 
have different salt contents, and therefore different densities. The differences in density between these 
water masses are what drive circulation. Circulation that is driven by density is called thermohaline 
circulation; thermo refers to heat and haline refers to salt. 

To see how this works, consider the warm and saline Gulf Stream current (Figure 16.10, top). It flows 
northward past Britain and Iceland into the Norwegian Sea, and cools as it moves north, becoming denser. 
Its high salinity contributes to its density, and it sinks, or downwells, deep beneath the surrounding water, 
forming the North Atlantic Deep Water  (NADW) current that flows south. Meanwhile, at the southern 
extreme of the Atlantic, very cold water adjacent to Antarctica also sinks to the bottom to become the 
Antarctic Bottom Water (AABW) current. The AABW flows north, beneath the NADW. 
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Figure 16.10 A 
simplified north-south 
cross-section through the 
Atlantic Ocean basin 
showing the different 
current layers. Source: 
Steven Earle (2015) CC 
BY 4.0 

The water that sinks in the areas of deep water formation in the Norwegian Sea and adjacent to Antarctica 
moves very slowly at depth. It eventually resurfaces, or upwells, in the Indian Ocean between Africa and 
India, and in the Pacific Ocean, north of the equator (Figure 16.11). 

  

Figure 16.11 Global 
thermohaline 
circulation patterns. 
Red lines are surface 
currents, and blue 
lines are deep currents. 
Source: NASA Earth 
Observatory (2008) 
Public Domain 

Some ocean currents move warm water from the equator toward the poles. As in the example of the Drake 
Passage, the path of warm currents can have a significant impact on the climate of a region, and potentially 
of the planet as a whole. Processes that disrupt the density of seawater can slow or stop currents, preventing 
warm water from reaching higher latitudes. The recovery from the last ice age is characterized by sudden 
returns to glacial conditions over as little as 3 years. This is thought to be the result of enormous glacial 
lakes forming on continents as the glaciers melted, then being suddenly released into the ocean by a burst 
ice dam. The glacial water would be very cold, but it would also be fresh, making it less dense than the 
ocean water. The fresh glacial water would form a cap and slow the downwelling conveyor belt at high 
latitudes. 

Scientists are trying to determine the current and past state of the Atlantic-basin system of circulation, 
called the Atlantic Meridional Overturning Circulation (AMOC), to tell whether it is changing in 
response to warming and adding fresh water from melting ice sheets. The AMOC varies considerably on 
decadal cycles because of cycles in the wind patterns in the Atlantic, so it is important to distinguish these 
cyclical changes from any longer-term underlying changes. 

Because of these studies, we have an idea of what the physical properties of the Atlantic Ocean look like 
when circulation is stronger or weaker. When circulation slows, the density is lower in the downwelling 
regions (Figure 16.12, blue patch in the Labrador Sea). The density is higher south of this region, along the 
eastern coast of the United States and southern Canada (Figure 16.12, orange patch). Model simulations are 
used to confirm that the changes in density we observe are consistent with how we understand the 
circulation system to work.  

Measurements of the actual flow rate at depth in the Atlantic Ocean (Figure 16.12, right, blue dots) confirm 
that density decreases in downwelling regions (black and red lines) when circulation slows. A more recent 
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study (Caesar et al., 2018) has shown that observed and model temperatures follow the same pattern, with 
cooling where the blue patches are in Figure 16.12, and warming in the region of the orange patches. This 
is to be expected because the slowdown in circulation affects how heat is moved northward. 

 
Figure 16.12 Using changing density to track circulation in the Atlantic Ocean. Left- Density calculated 
from measurements of temperature and salinity in a layer between 1,000 m and 2,500 m depth in the 
Labrador Sea (black box). Middle- Model results used to see what change in density can be expected. The 
model shows the same general relationship, with lower density in the Labrador Sea, and higher density to 
the south. Note that density units are in kg/m2 rather than kg/m3 because they are integrated over the layer. 
Right- Changing density in the Labrador Sea over time. Red and black lines show changes in density from 
two different data sets. In general, the peaks and troughs of these data sets match up. Blue dots are 
measurements of the rate of circulation from a project that began collecting data in 2004. See the 
References section for more information about the relevant studies. Source: Karla Panchuk (2018) CC BY-
SA 4.0. Modified after Jon Robson (2013) CC BY-SA 4.0 
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Is Atlantic Circulation Slowing Down More than Usual? 

Changes in the Atlantic meridional overturning circulation (AMOC) happen from decade to decade. To 
know whether circulation is changing compared to what is normal, it is necessary to get information about 
what circulation looked like in the past. This is difficult to do, because measurements of circulation rates, 
temperature, and salinity don't go back as far as we need them to. 

In a new study, Thornalley et al. (2018) have used geochemical analyses of microfossils to build a longer-
term record of temperatures, then used that record to look for the temperature "fingerprint" of slowing 
AMOC, an increasing difference in the temperatures of surface waters compared to deeper waters in the 
downwelling zone (Figure 16.13, top). They observe a longer-term cooling trend beginning at the close of 
the Little Ice Age, suggesting that less heat is being moved toward the downwelling zone (labelled A on the 
globe in Figure 16.13). 

 
Figure 16.13 Long-term record of Atlantic Meridional Overturning Circulation (AMOC). Top- 
Temperature fingerprint of circulation determined using geochemical analyses of marine microfossil 
shells. Results show the difference between temperatures measured at depth at A on the globe, and 
temperatures measured near the surface at B. Cooling at A relative to B is indicative of weakening 
AMOC. Bottom- Changes in silt grain-size used to show changes in the velocity of currents at depth 
at C on the globe. A smaller average grain size means a slower current, and weaker AMOC. Source: 
Karla Panchuk (2018) CC BY 4.0. Modified after Thornalley et al. (2018). Locator globe modified 
after Reisio (n.d.) Public Domain 

They also measured the size of silt grains on the sea floor, above which a southward-moving component of 
the AMOC system flows (location labelled C on the globe in Figure 16.13). Grain size is used as a 
substitute for a direct measure of ocean current velocity because the velocity determines what grain size 
can be carried. They identified a lower average grain size over the past ~150 years compared to the average 
grain size from earlier (Figure 16.13, bottom, dashed lines). The authors of the study note that the average 
grain size changes more during cold events in the Northern Hemisphere (the Dark Ages Cold Period and 



Chapter 16. Earth-System Change 14 

the Little Ice Age). 

Thornalley et al (2018) conclude that the AMOC has been weaker on average during the past ~150 years 
than during the previous ~1,500 years. However, they cannot say for sure how much of that change is from 
melting that occurred at the close of the Little Ice Age, from melting triggered by warming since the 
Industrial Revolution, or some combination of the two. Direct measurements of density and current 
velocity tell us that as of 2017, the AMOC continues to weaken. 

Plate Tectonics and Heat Transport 

The opening of the Drake Passage is one example of how plate tectonic changes can affect ocean heat 
transport, and therefore climate. Plate tectonic changes that build or break up continents also play a role. 
When continents become large, ocean currents warm their margins, but the interiors can be much cooler. 
Anyone living on the Canadian prairies who has shivered through -40 °C temperatures in the winter, while 
watching news reports of rain in Vancouver will be familiar with this effect. When the supercontinent 
Gondwana was over the south pole approximately 300 million years ago (Figure 16.14), this triggered an 
ice age. The build-up of ice was hastened by the ice albedo feedback effect. 

 

Figure 16.14 Glaciation on 
the supercontinent 
Gondwana. Paleogeographic 
reconstruction for 306 million 
years ago. Source: C. R. 
Scotese, PALEOMAP Project 
(www.scotese.com). See 
Appendix C for terms of use. 

Short-Term Cycles in Heat Transport: El Niño Southern Oscillation 

The El Niño Southern Oscillation (ENSO) operates on a much shorter timescale than climate 
forcings driven by plate tectonics or orbital cycles, alternating between El Niño and La Niña events on 
timescales of between two and seven years (Figure 16.15). 

 

Figure 16.15 Variations 
in the ENSO index from 
1950 to 2015. Source: 
Steven Earle (2015) CC 
BY 4.0. Modified after 
Klaus Wolter/ NOAA 
(n.d.) Public Domain 

Under normal conditions, strong winds blowing westward across the Pacific cause water to pile up in the 
western Pacific. This forces deeper colder water to the surface in the eastern Pacific (Figure 16.16, left). 
During La Niña events, further intensification of winds causes even more cold water to upwell. During an 
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El Niño event, the winds weaken, allowing water to flow back to the east (Figure 16.16, right). The cold 
water settles deeper once again, meaning that warmer water is present along the eastern margin of the 
Pacific Ocean. 

 
Figure 16.16 El Niño Southern Oscillation (ENSO) cycles are driven by changes in wind patterns that 
affect the distribution of warm and cold water in the Pacific Ocean. Source: Karla Panchuk (2018) CC BY 
4.0. Modified after Fred the Oyster and NOAA/PMEL/TAO Project Office. 

ENSO events affect weather on a global scale (Figures 16.17 and 16.18). In western Canada, El Niño years 
have warmer than average winters, whereas La Niña years have cooler than average winters. 

 

Figure 16.17 El Niño 
climate impacts. Source: 
NOAA Climate.gov (n.d.) 
Public Domain 
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Figure 16.18 La Niña 
climate impacts. Source: 
NOAA Climate.gov (n.d.) 
Public Domain 

Climate Forcing by Changes in the Atmosphere's Energy Budget 

Earth’s atmosphere regulates climate by controlling how much energy from Earth’s surface escapes to 
space, and how much of the sun’s energy reaches Earth’s surface. 

Albedo 

Albedo is a measure of the reflectivity of a surface. Earth’s various surfaces have widely differing albedos, 
expressed as the percentage of light that reflects off a given material. This is important because most solar 
energy that hits a very reflective surface is not absorbed and therefore does little to warm Earth. Water in 
the oceans or on a lake is one of the darkest surfaces, reflecting less than 10% of the incident light. Clouds 
and snow or ice are among the brightest surfaces, reflecting 70% to 90% of the incident light (Figure 
16.19). 

 

Figure 16.19 Typical 
albedo values for Earth 
surfaces. Surfaces with 
low values reflect less 
light than surfaces with 
high values. Source: 
Steven Earle (2015) CC 
BY 4.0 

Albedo, Feedbacks, and the Acceptance of Milankovi! Cycles as a Climate Forcing 
Mechanism 

When Milankovi! published his hypothesis in 1924, it was widely ignored, partly because it was evident to 
climate scientists that the forcing produced by the orbital variations alone was not strong enough to drive 
the climate changes of the glacial cycles. Those scientists did not recognize the power of positive 
feedbacks. It wasn’t until 1973, 15 years after Milankovi!’s death, that sufficiently high-resolution data 
were available to show that the Pleistocene glaciations were indeed driven by the orbital cycles, and it 
became evident that the orbital cycles were just the first step, initiating a range of feedback mechanisms 
that made the climate change, many of which were related to albedo. 
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Consider the following: 

• When large volumes of ice melt — such as the continental ice sheets of Antarctica and Greenland, 
as well as alpine glaciers— this decreases albedo. More solar energy is then absorbed by land, 
amplifying the increase in temperature.

• When sea ice melts and exposes water, the albedo of the exposed area decreases drastically, from 
approximately 80% to less than 10%. Far more solar energy can be absorbed by the water 
compared to the previous ice cover, amplifying the temperature increase.  

• Sea level rises when ice and snow melt on land, and because seawater expands when heated. 
Higher sea level means a larger proportion of the planet is covered with water, which has a lower 
albedo than land. More heat is absorbed, amplifying the temperature increase. Since the last 
glaciation, a rise in sea level of approximately 125 m has flooded vast areas of land. 

Exercise: Albedo Impacts of Vegetation Changes 

Changes in climate can cause forests to be replaced by grasslands, which have higher albedo than dark 
forest cover. If deserts expand, vegetated areas can be replaced by higher-albedo sand. Many human 
activities affect albedo, including adding urban surfaces to an environment, and planting crops. Figure 
16.20 shows a forest that has been clear-cut. If a clear-cut has an albedo similar to that of sand, how would 
clear cutting change the albedo of the area? 

 

Figure 16.20 A clear-
cut near Eugene, Oregon. 
Source: Calibas (2011) 
CC BY-SA 3.0 

Note that trees cool their environment through transpiration, when they release water vapour from their 
leaves. Changes in local temperatures when trees are clear-cut also include the effects of reduced 
evaporative cooling. Changes in vegetative cover also affect the rates of CO2 uptake by plants. 

Greenhouse Gases (GHGs) 

All molecules vibrate at various frequencies and in various ways, and some of those vibrations take place at 
frequencies within the range of the infrared radiation that is emitted by Earth’s surface. Gases with two 
atoms, such as O2, can only vibrate by stretching (back and forth; Figure 16.21 left), and those vibrations 
are much faster than that of IR radiation. Gases with three or more atoms (such as CO2) can vibrate in other 
ways, such as by bending (Figure 16.21 right). Those vibrations are slower and allow the molecules to 
absorb and release infrared radiation. 
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Figure 16.21 
Molecules with two 
atoms (top) vibrate 
differently from 
molecules with more than 
two (bottom), and this 
determines whether a gas 
will be a greenhouse gas 
or not. Source: Steven 
Earle (2016) CC BY 4.0 

When infrared radiation interacts with CO2 or with one of the other GHGs, the molecular vibrations are 
enhanced because there is a match between the wavelength of the light and the vibrational frequency of the 
molecule. This makes the molecule vibrate more vigorously, heating the surrounding air in the process. 
These molecules also emit infrared radiation in all directions, some of which reaches Earth’s surface. 
Heating due to the vibrations of greenhouse gas molecules is called the greenhouse effect. Water 
molecules (H2O), and methane molecules (CH4) also interact with infrared radiation when they vibrate, so 
they are greenhouse gases as well. 

Ice core records show that over the last 800,000 years, rapid cycles into and out of glacial temperatures are 
associated with similarly-timed cycles in atmospheric CO2 levels (Figure 16.21). 

 

Figure 16.22 Variations 
in atmospheric CO2 levels 
and temperature over the 
last 800,000 years. Top- 
CO2 concentration from ice 
core data (Lüthi et al., 
2008). Dashed line: recent 
atmospheric CO2 from the 
Mauna Loa Observatory. 
Bottom: Temperature from 
oxygen isotope 
measurements of water in 
ice cores (Jouzel et al., 
2008). Upper dashed line: 
2016 global surface 
temperature from 
NASA/GISS. Lower dashed 
line: average temperature 
for the past 1000 years. 
Source: Karla Panchuk 
(2018) CC BY 4.0, 
modified after National 
Research Council (2010). 
Click the image for terms of 
use. 
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Earth-System Response Time 

You might have noticed that for most of the 800,000-year record in Figure 16.22, there is a fairly consistent 
relationship between scale of change in atmospheric CO2 levels and the resulting change in temperature. 
You might also have noticed that compared to most of the record, the rise in temperature since 1950 is 
unexpectedly small, given the increase in atmospheric CO2 levels since that time. The reason for the 
relatively small temperature increase in response to the recent CO2 increase is in large part because the 
recent rise in CO2 is happening far more rapidly than other parts of the Earth system can respond. The ocean 
in particular is slowing down the response. 

The ocean takes up heat from the atmosphere, and thus helps to determine surface temperatures. A 
relatively cool ocean can take up more heat from the atmosphere, reducing warming. The fastest way for 
the ocean as a whole to take up heat is through the "stirring" that happens with ocean circulation, but 
circulation happens on thousand-year timescales. The slow rate of circulation means that centuries from 
now, there will still be cool water rising up from the deep ocean that has yet to be exposed to the warmer 
surface conditions. At other times in the 800,000-year record, changes in CO2 levels happened on 
timescales much closer to those at which the ocean takes up heat. 

Atmospheric Effects of Volcanic Eruptions 

Volcanic eruptions don’t just involve lava flows and exploding rock fragments. Eruptions also release 
particles and gases into the atmosphere. Important volcanic gases include water vapour, CO2, and sulphur 
dioxide (SO2). Volcanic CO2 emissions can contribute to climate warming if a greater-than-average level of 
volcanism is sustained over a long time. At the end of the Permian Period, the massive Siberian Traps were 
produced by eruptions lasting at least a million years. Large quantities of CO2 were released, warming the 
climate and triggering a cascade of Earth-system responses. The end of the Permian Period at 252 Ma is 
marked by the greatest mass extinction in Earth history. 

Over the shorter term, however, volcanic eruptions can have the opposite effect, cooling the climate. SO2 
reacts with water in the atmosphere to make droplets of sulphuric acid. The sulphuric acid droplets scatter 
sunlight, reducing how much of the sun’s energy can reach Earth’s surface. They also affect cloud 
formation. The volcanic cooling effect is relatively short-lived, because the particles settle out of the 
atmosphere within a few years. 

Exercise: Climate Change at the End of the Cretaceous Period 

The large extraterrestrial impact at the end of the Cretaceous Period 66 Ma ago is thought to have produced 
a massive amount of dust, which may have remained in the atmosphere for several years. It may also have 
produced a great deal of CO2. What do you think would have been the short-term and longer-term climate-
forcing implications of these two factors? 

constructed on limestone supported by beds of gypsum and anhydrite. Gypsum and anhydrite are soluble in 
water, and the gypsum and anhydrite beneath the dam are rapidly dissolving away. This was the case prior 
to construction of the dam. However, once the dam was filled, the increased water pressure began to force 
water through the formations much faster, accelerating dissolution. Ongoing measures to fill gaps with 
grout are required, or else there is a grave risk of catastrophic failure, placing nearly 1.5 million people at 
risk. 

 

 

16.3 Methods for Studying Past Climate 
Whereas weather refers to day-to-day variations in temperature, precipitation, winds, and so on, climate 
refers to long-term trends in weather patterns (over decades or more). The term paleoclimate refers to 
Earth’s climate in the past. The information we have about Earth’s past climates can be classified as direct 
data or proxy data. Direct data are information derived from first-hand observations of climate. Direct 
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data can be instrumental data, derived from tools designed to quantify observations, or from qualitative 
descriptions. 

Proxy data are information derived from natural materials with characteristics that are affected by climate 
in a systematic way. This could also be said of some instrumental data: an alcohol thermometer uses the 
fact that the volume of alcohol changes in a consistent way in response to temperature. Proxy data rely on 
relationships that are also as systematic and consistent, but there are important differences: 

• Instruments are designed so that the response of the instrument reflects only one characteristic of 
the environment (e.g., an alcohol thermometer is sealed so that only temperature affects the level 
of alcohol, not air pressure or evaporation), but proxy data may need to be carefully analyzed to 
account for other processes. 

• Data from instruments are lost if observations are not made and recorded. A thermometer is 
constantly changing in response to temperature, and will not stay in a particular state once 
conditions change. Proxy records capture information about the environment in a way that can 
persist over the long term, for as long as the materials last in usable form. Some proxy records 
preserve information from billions of years ago. 

• Instruments transform characteristics of the environment into information that we can access 
immediately (e.g., you can read a temperature directly from a thermometer), but materials from 
which we derive proxy data require processing, often with specialized laboratory equipment, to get 
data we can use. 

• Instruments measure only what we design them to measure, and measure only as well as we design 
them to do so. Because proxy data come from materials that persist through time, it is possible to 
improve the techniques used to analyze materials, and redo earlier measurements. Discovering 
new proxies is an ongoing area of research, and regularly reveals ways to determine characteristics 
of past states of the Earth system that we didn’t think were knowable. 

• Instrumental records and other direct observations can be well constrained in time. In other words, 
we often know the exact dates the observations were made. Proxy data may come from materials 
that are difficult to pin down to an exact date, and additional information may be required to 
determine when the records were formed. Sometimes proxy data can only be extracted as an 
average over a number of years. The relevant question becomes whether the resolution of the 
record (how detailed it is) is high enough for the time frame of interest. For example, an annual 
average would be no use at all to understand monthly climate variations, but would provide 
exceptionally high resolution for geological processes operating over tens of thousands of years. 

Types of Direct Data 

Instrumental records of climate are those derived from tools such as thermometers, rain gauges, or 
satellite measurements of the extent of ice sheets. Instrumental records are a recent development, as the 
history of the Earth system goes. The oldest known temperature measurements cover the period from 1654 
to 1670, and were made by monks and Jesuit priests who operated stations within a meteorological network 
supported by the Medici family of Florence. 

Non-instrumental historical records of climate also exist, and cover periods of human history prior to the 
development of the climate-measuring tools we have now. With detective work, these can be used to paint 
a detailed picture of past climates. Non-instrumental historical records include written records about how 
long ice and snow were present in a particular year, when harvests occurred, when floods happened, and 
shipping records that report the extent of sea ice. Paintings of alpine glaciers give information about how 
far the ice extended, and this can be used to reconstruct temperatures. 



Chapter 16. Earth-System Change 21 

The Challenges of Getting Climate Information from Historical Records 

In their paper Historical Climate Records in China and Reconstruction of Past Climates, Jiacheng Zhang 
and Thomas Crowley used official Chinese records extending as far back as 1000 CE to get a detailed 
picture of climate. This involved transforming descriptions of weather events into a systematic scale. One 
challenge is defining the scale, but another is deciding what individual accounts actually mean. The authors 
point out that records of rain or drought can reflect the perceptions and generalizations of the people who 
wrote about the weather, rather than what actually happened. Consider the following description of rainfall 
in 1644 from Diary of Qi Zongmin: 

“in Wyzhong there is no rain for six months from May” 

Does this mean there was no rain at all prior to May, or just very little? Was it actually six months since 
there had been rain, or is that an approximation? How do we reliably translate different systems of time 
measurement into durations and dates, like "six months" or "May?" How can we tell for sure where a 
location is if place names or political boundaries change? 

As the authors caution, "a great deal of cross-checking [is required] in order to arrive at a useful descriptive 
account of climate anomalies.” 

 

Sources of Proxy Data 

Tree Rings 

The study of tree growth rings for the purpose of understanding past states of the Earth system is called 
dendroclimatology. Temperatures and a history of drought or wet periods can be reconstructed from the 
widths of tree rings. Because tree rings form annually, these records can also be well constrained in time. 
The widths of tree rings reflect how fast the tree grows in a given season. There are factors other than 
temperature and moisture that affect growth rate, so a sampling strategy must be carefully designed to 
ensure confidence in climate reconstructions. 

Stable Isotopes 

Atoms have a nucleus made of protons and neutrons. The number of protons in the nucleus determines 
what element the atom is, and will always be the same for a given element. In contrast, the number of 
neutrons can vary for an element. Versions an element having different numbers of neutrons are the 
isotopes of that element. 

Sometimes an atom has a number of neutrons that makes it unstable. Those atoms eventually break apart, 
releasing energy, and are called radioactive isotopes. The decay rate of radioactive isotopes is known, 
making it possible to use them to find the ages of natural materials. For example, carbon-14 dating makes 
use of the radioactive isotope of carbon, 14C, which has eight neutrons instead of the usual number, six (the 
14 refers to 6 protons + 8 neutrons). 

For investigating Earth’s past climate, stable isotopes, which do not decay, are used instead. Stable 
isotopes of the same element are measured in natural materials, and their ratios compared. Both isotopes 
are involved in the same chemical reactions and physical processes, but the slight difference in mass caused 
by one or two extra neutrons means that those processes are more likely to take up the lighter isotope than 
the heavier one. Some processes do this in such a particular way that evidence of their occurrence is left 
behind as a distinctive fingerprint in the stable isotope composition of materials formed in their 
environment. 

The pair of isotopes used to reconstruct past temperatures are the oxygen isotopes 16O and 18O. The ratio of 
18O to 16O in water is reflected in the calcium carbonate of shells that form in the water. The shells may 
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remain in the geologic record long after the water is gone, making it possible to know the oxygen isotope 
compositions, and thus temperatures, of water bodies that existed in the distant past. 

Ice Cores 
The ice in polar glaciers and mountain glaciers 
preserves a detailed snapshot of Earth’s atmosphere and 
climate. A sample of Earth’s atmosphere, including 
gases and particles, is captured and held within the ice, 
and buried beneath subsequent ice layers. The annual 
layers in the ice can be used to determine a timescale 
for the data. The gases in air bubbles trapped within ice 
(Figure 16.23) are analyzed to determine the chemical 
composition of the atmosphere at the time the gasses 
were trapped. 

Ice cores (Figure 16.24) are cylinders of ice retrieved 
using a specialized drill bit. The cores are carefully 
packaged and stored in specially designed facilities 
(Figure 16.25) until they are analyzed. 

  
Figure 16.24 A scientist weighs and measures a 
cylinder of core from the West Antarctic Ice Sheet before 
she packages it for transport. Source: NASA/Lora Koenig 
(2010) CC BY 2.0 

Figure 16.25 National Science Foundation Ice Core 
Facility in Lakewood, Colorado. Cores are housed in 
tubes 1 m long. The main storage facility is kept at -36 ºC. 
Fortunately, scientists can examine the cores under much 
warmer conditions in a nearby room maintained at -24 ºC. 
Source: U. S. Geological Survey/ Eric Cravens (n.d.) 
Public Domain 

Rock and Fossil Distributions 

Earth can be divided into six main climate zones (Figure 16.26). The zones run roughly along lines of 
latitude, so that the climate zone changes as you move north or south of the equator. When the climate 
warms, the zones shift away from the equator; an area now in the boreal climate zone might have been in 
the warm temperate climate zone when Earth’s climate was warmer. When the climate cools, the zones 
shift toward the equator. 

 
Figure 16.23 A researcher holds a fragment of ice 
from Antarctica. The dots in the fragment are air 
bubbles containing samples of Earth's past 
atmosphere. Source: Atmospheric Research, CSIRO 
(2000) CC BY 3.0 
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Figure 16.26 Six 
climate zones of the 
Köppen-Geiger 
classification. Source: 
Karla Panchuk (2018) CC 
BY-SA 4.0. Modified 
after LordToran (2007) 
CC BY-SA 3.0 

Some rock types are characteristic of particular climate zones. For example, coal deposits are characteristic 
of a subtropical climate. Limestone with coral reef fossils is characteristic of a tropical climate. If a rock 
type is found outside of its climate zone, that might indicate a change in climate. Coal can be found near 
Estevan, Saskatchewan, now in the warm temperate climate zone. This suggests that at one time, a warmer 
climate resulted in a northward shift of the subtropical climate zone. Some of the oil in western Canada is 
present in pore spaces within ancient coral reefs. The warm temperate climate zone cannot have been at its 
present location when those reefs formed. 

Fossils can be used similarly. If an organism lives in a habitat with a particular climate, then evidence that 
the organism has migrated away from the equator could indicate warming. Migration toward the equator 
could indicate cooling. 

The study of pollen and plant spores, called palynology, is very helpful for determining the distribution 
of plants when evidence of larger plant parts (e.g., fossil leaves and bark) is absent. Pollen and spores are 
very tough, and will survive in the environment when other plant materials do not. A detailed record of 
pollen and spores, and hence of the climate zones in a particular location, can be derived from lake 
sediments. Lakes in climates with strong seasonality (a distinct difference in temperature as seasons 
progress) can accumulate distinct annual sediment layers, called varves (Figure 16.27). Each year is 
represented by a light layer and a dark layer. The light layers consist of sand and silt from spring runoff. 
The darker layers include organic matter accumulated during the year. 

 

Figure 16.27 Varves in 
a core from Canoe 
Brook, Drummerston, 
Vermont. Each pair of 
light and dark layers 
represents one year. The 
top of the core is to the 
right. Source: Karla 
Panchuk (2017) CC BY-
NC-SA 4.0 (labels 
added). Modified after 
Jack Ridge/ North 
American Glacial Varve 
Project (2008). See 
Appendix C for terms of 
use. 

Varves can be counted to determine the age of the sediment, and the pollen and spores within the sediment 
can be extracted to see what types of vegetation were present at different times.

16.4 Computer Models of the Earth System 
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Earth-system interactions are so complex that it is next to impossible to follow all of the connections and 
implications without help. So, scientists use Earth-system computer models to assist. Earth-system 
models incorporate knowledge of the many components of the Earth system in a way that makes it possible 
to test how important any one change is. 

Earth-system models vary in how many aspects of the Earth system they include, and how detailed their 
representations of those aspects are. Models are designed to answer particular kinds of questions so their 
performance can be optimized; a study that is concerned only with large-scale global changes might not 
require a model with a highly detailed representation of Earth's coastlines. It takes more time to run a 
complicated model, so this saves on computing resources. 

When computer models are discussed, we acknowledge that there is a difference between measurements of 
the real world, and the output from the model. Modellers are careful to refer to measurements of the real 
word as data, and output from the model as results. This also helps to avoid confusion when comparing 
models to real-world measurements to gauge how realistic the model output is. 

What Are Computer Models, Exactly? 

Computer models describe natural phenomena using mathematical equations. On the most basic level, 
computer models take some quantity—whether heat, water, or the concentration of a pollutant—and 
calculate how it moves through a system. Sometimes they look only at how that quantity changes through 
time. A computer model of the water volume in a bathtub could be limited to looking at how rapidly water 
flows in through the tap, and how rapidly it flows out through the drain. But sometimes models look at how 
a quantity changes in space as well as through time. 

A study of wind-driven currents in a lake must include information about the shape and depth of the lake to 
capture how friction at the lake bottom and along the sides affects water flow (Figure 16.28). Data about 
the lake shape and depth (Figure 16.28, top) is translated to a model grid (Figure 16.28, bottom). 
Calculations are done to see how wind and friction control how water moves into and out of each cell in the 
grid. 

 

Figure 16.28 Set-up for a 
model of wind-driven current 
flow in Lake Ontario. Top: 
Map of Lake Ontario showing 
water depth and the location of 
current meters. Bottom: Grid 
used to translate water depth 
information for model 
calculations. Source: Karla 
Panchuk (2002) CC BY 4.0. 
Based on the exercise 
described in Chapter 10 of 
Slingerland & Kump (2011). 

The model produces information about wave height (Figure 16.29, left) and shows the direction and speed 
of water flow across the lake using arrows of different sizes (Figure 16.29, right). If scientists are interested 
in how a pollutant would move around the lake, they can include the location where the pollutant is added, 
and how rapidly it is added, and track how it moves. 
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Figure 16.29 Height of the 
water surface (left) and current 
velocity (right) from a model of 
wind-driven flow in Lake 
Ontario. The length of current 
arrows shows the speed of the 
current, and the arrow points in 
the direction of flow. Source: 
Karla Panchuk (2002) CC BY 
4.0. Based on the exercise 
described in Chapter 10 of 
Slingerland & Kump (2011). 

If the model is to be used to track the movement of a pollutant through the lake, it is important to know that 
it has done a good job of calculating the current velocity. In this case, data from current meters in the lake 
can be compared to the current velocities that the model calculates (Figure 16.30). The model captures the 
fact that flow is northward near the margins of the lake, and southward in the middle, but the model current 
velocities are not exactly the same. This means that the model would do a good job of predicting where the 
pollution went, but not as good a job at predicting how fast it got there.  

Figure 16.30 Comparison 
of model results with current-
meter data. Points plotted 
beneath the blue dashed line 
indicate northward flow. 
Points above indicate 
southward flow. Source: 
Karla Panchuk (2002) CC BY 
4.0. Data from Simons and 
Schertzer (1989). 

The model in this case had a relatively course representation of the lake geography, so a first step would be 
to make the grid cells smaller to do a better job of simulating the shape of the lake, then look at the flow in 
finer detail. Another step would be to represent the lake water using a vertical stack of several grid cells to 
better capture the extent to which bottom friction and wind force affect the lake water at different depths, 
and to do a better job of representing the water depth. 

An Example of Using a Computer Model to Study Past Earth-System 
Change 

The Paleocene-Eocene Thermal Maximum (PETM) was a sudden global warming event that happened 
approximately 56 million years ago. There was interest in studying this event because its suddenness was 
thought to be a good analogy for the rapid changes happening in the Earth system today. Cores from ocean-
floor rocks show that the oceans became so acidified during the PETM that calcium carbonate sediments 
dissolved over vast areas of the ocean floor, vanishing entirely from some regions. The same cores also 
showed a shift in the carbon-isotope composition of calcium carbonate sediments. 

Both the acidification and the carbon-isotope shift indicated that a large amount of carbon was added to the 
Earth system to trigger the PETM. The problem was that there were a number of possible sources for the 
carbon, and thus a number of possible triggers for the event. Although scientists provided reasoned 
arguments for their favourite hypotheses, there was no way to know for sure which was the best answer. 

To solve this problem, an Earth-system model was used that could test which scenario could best account 
for the pattern of dissolving calcium carbonate. It took into account the shape of ocean basins, ocean 
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current circulation, and carbonate system chemistry in ocean water and in sediments. It also took into 
account changes in sediments once they were deposited. 

The steps to using this model were the following: 

1. A search was done to locate as many studies of ocean floor sampling sites as possible that had 
information about changes in the amount of calcium carbonate during the PETM. 

2. The model was set up so that it did a good job of reproducing the distribution of calcium carbonate 
before the PETM happened. This was important to ensure that model scenarios began with a 
realistic set of conditions. 

3. Each of the possible scenarios involved carbon coming from different sources in the Earth system, 
meaning that each scenario could be represented in the model by adding to the atmosphere 
different amounts of carbon with different carbon isotope compositions. The more carbon a 
scenario required, the more the calcium carbonate sediments would have dissolved in real life. 

4. The model was run for each different amount of carbon. For each scenario, the pattern of calcium 
carbonate sediments that the model gave was compared to the actual distribution of calcium 
carbonate sediments known from the data collected in Step 1. 

In the end, the model showed that some of the scenarios did not even come close to matching the 
observations, either dissolving way too much calcium carbonate, or far too little. The model showed that 
two scenarios did come close to reproducing the pattern of calcium carbonate, and that one did a better job 
of matching the observations than the other. When it came time to write a report about the experiments, the 
scientists learned that newly published measurements from another study supported the scenario that the 
model suggested was best. It would have been acceptable to write a paper describing the model results, and 
which scenario worked best. However, also being able to comment about new supporting data meant there 
was a better chance of convincing other scientists that the model results were meaningful. 

Predicting the Future of the Earth System with Models 

Using models to investigate the Earth system requires careful consideration of how to build the model and 
run experiments. But it also requires skillful use of real-life measurements to set up the model, and to 
interpret and evaluate its results. The PETM model study was an example of how a model can be used to 
test hypotheses about past behaviour of the Earth system. There were data from before, during, and after 
the event to help set up the model and gauge its effectiveness. 

Using Earth-system models to predict the future is a different kind of modeling challenge, because we don't 
already know what the right answer is. The situation being modeled hasn't happened yet. Scientists who try 
to predict the future of the Earth system have to do things a bit differently in order to have some confidence 
in the reliability of their model outcomes: 

• They must come up with reasonable forcing scenarios for the model. A model used to predict the 
future of Earth's climate will need input about what atmospheric greenhouse gas levels will be. 
That will depend on what actions humans take. Scientists deal with this unknown variable by 
testing multiple scenarios for greenhouse gas levels, such as what would happen if fossils fuels 
continue to be used as they have been, or alternatively, what would happen if we completely 
stopped using fossil fuels tomorrow. The scenarios they choose span a range of possibilities, 
including extreme cases, to make sure they understand what the possible range of outcomes could 
be. 

• Scientists use some of the data they have to set the model up so that it is a realistic representation 
of the Earth system at a particular time in history. They then test the model to see if it can 
reproduce a different set of data later in history. This is a way to see if the model can get the right 
answer for a time when we know the right answer. Finally, after determining that the model gives 
reasonable results for times when we know the right answer, it is run for future scenarios. 

• To be confident about predictions of future Earth-system change, scientists may collaborate to run 
their scenarios on many different Earth-system models designed by many different research 
groups at many different institutions. These models are set up with slightly different mathematical 
representations of processes, or different levels of detail in geographic representations. The 
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scientists who built the various models might disagree on what numbers to assign some of the 
variables, or even which parts of the Earth system are necessary to include. If all the models 
produce similar results for a particular scenario in spite of representing a wide range of ideas about 
how such models should work, scientists can be more confident in those results. 

• Scientists report uncertainty with their model results. It is a common misconception that 
uncertainty means the same thing as in everyday language—that we just don't know something, or 
can't say for sure. But for models, uncertainty is a number that indicates the likelihood that a 
model result is within a certain range of values. It is determined using methods that are themselves 
the product of careful research. A meaningful discussion of uncertainty will concern a specific 
model or set of models, a specific variable, and include a specific range of values. It will also 
include information about how large the uncertainty is compared to the changes they are 
investigating. If these details are missing from the conversation, it's a clue that “uncertainty” is 
being used in a common-language way rather than the way that modellers use it. Note that 
reporting uncertainty is not exclusive to models predicting the future, but it is particularly 
important for those models because of the great scrutiny Earth-system models receive when they 
are used to investigate future climate change. 

16.5 Humans in the Earth System 

The Start of Human Influence on the Earth System 

Anthropogenic change in the Earth system is change caused by humans. Many discussions of 
anthropogenic climate-change place the start of human impacts on the Earth system at the beginning of the 
industrial era, in the mid 18th century. The industrial era was when humans began to use fossil fuels—at 
the time, mostly coal—on a much larger scale than before to do things like run manufacturing machinery 
and trains. 

Some climate scientists place the first anthropogenic impacts much earlier, however. Some suggest that 
anthropogenic climate change began around 8,000 BCE when humans cleared land for agriculture in 
Europe and the Middle East. Clearing forests for crops is a type of climate forcing because the CO2 storage 
capacity of the crops is generally lower than that of the trees they replace. Some climate scientists also 
point to the creation of wetlands to grow rice in Asia around 5,000 BCE. Creating wetlands is a type of 
climate forcing because the anaerobic bacterial decay of organic matter within wetlands produces CH4. 

Whether anthropogenic climate change began with the Agricultural Revolution or the Industrial Revolution 
may be a matter for debate for some, but it is clear that Earth-system change accelerated once the Industrial 
Revolution began. Part of this is due to the fact that agricultural activities had to be scaled up to feed an 
ever-growing population. When humans first started growing crops, the world population was 
approximately 5 million (Figure 16.31), fewer people than live in Toronto today. The world population rose 
to approximately 18 million when wetland rice cultivation began (fewer people than live within the city 
limits of Beijing today), to over 800 million at the start of the Industrial Revolution. The world population 
was estimated at 7,600 million in 2018. 

 

Figure 16.31 World 
population growth over 
the past 12,000 years. 
Source: Steven Earle 
(2015) CC BY 4.0. Data 
from Roser and Ortiz-
Ospina (2018) 

The other reason humans accelerated Earth-system change after the start of the industrial era is that human 
activities required a source of energy, and fossil  fuels such as coal and oil were that source. Fossil fuels 
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are those derived largely from plant material that grew, died, and was partially preserved at various times 
throughout Earth history. The plants removed CO2 from the atmosphere when they were alive, and stored it 
in organic compounds in their tissues. The materials accumulated over hundreds of millions of years in 
settings like swampy forests, shallow seas, and deltas. When fossil fuels are burned, the stored carbon is 
released back into the atmosphere as CO2. 

The Carbon-Isotope Fingerprints of Fossil Fuel 

Carbon isotopes provide insights into the extent to which fossil fuels have impacted the Earth system, 
because fossil fuels have a unique carbon-isotope fingerprint that is detectable in the atmosphere and in 
geological materials. 

Stable Carbon Isotopes (12-Carbon and 13-Carbon) 

When plants transform CO2 into tissues, the process imparts a unique carbon-isotope signature to the 
resulting organic matter. Plants preferentially take in CO2 with the isotope 12C over CO2 with isotope 13C. 
They do so in a consistent way, giving plant tissues a distinctive ratio of 13C to 12C. Fossil fuels are derived 
from plant materials, and they preserve this isotopic ratio. 

The ratio of 13C to 12C is commonly expressed relative to a standard to give numbers that are easy to work 
with and compare. The notation δ13C refers to the ratio of 13C to 12C in a sample compared to the ratio in a 
standard, and is expressed in parts per thousand (or per mil, ‰). The standard has a δ13C of 0‰. Carbon in 
plant tissues has a δ13C of -25‰ to -30‰, meaning it has a 13C to 12C ratio that is 25 to 30 parts per thousand 
lower than the standard. Burning fossil fuel releases CO2 with that ratio into the atmosphere. 

For most of the past 1000 years, the atmosphere has had a δ13C of approximately -6.5‰. The carbon-isotope 
composition of organic matter is much lower than that of the atmosphere, so the mixing in of carbon from 
fossil fuels causes the over-all carbon-isotope composition of the atmosphere to decrease. An analogy for 
mixing low δ13C CO2 into the atmosphere is rapidly adding cold water to a hot bathtub. The faster the cold 
water is added, the faster the bathwater will cool. The colder the water being added, the faster the bathwater 
will cool. In this analogy, the atmosphere is the bathtub, and fossil fuels are the water being added. The low 
δ13C value of fossil fuels (-25‰ to -30‰) is like very cold water being added. 

As we would expect, the carbon isotope composition of the atmosphere takes a sudden downward turn at 
the same time that humans undertake the Industrial Revolution, and begin burning large quantities of fossil 
fuels, adding CO2 to the atmosphere at an accelerating rate (Figure 16.32). 
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Figure 16.32 A 1000-year record of atmospheric CO2 levels (blue circles) and carbon-
isotope composition (grey circles) measured in Antarctic ice cores. The Industrial Revolution 
(grey shading), marking the start of the industrial era and the large-scale use of fossil fuels by 
humans, coincides with a sudden rise in CO2 levels, and a fall in the carbon-isotope 
composition of atmospheric CO2. Source: Karla Panchuk (2018) CC BY 4.0. Data from 
Rubino et al (2013). 

Scientists who study past climates on Earth are familiar with carbon-isotope records like this one, because 
such records are used to reconstruct major changes in the Earth system through their impact on the carbon 
cycle. In carbon-isotope records from the distant past, a shift of more than 1.5‰ would be enough to catch 
the attention of a researcher and make them wonder what could have happened. 

What is unusual about the 1.5‰ drop today in comparison to those observed in the geological record is 
how rapidly it is happening. It is more common to see such changes happen over millions of years, not 
hundreds of years. The rate at which atmospheric CO2 "13C is dropping is approximately 10 times faster than 
the carbon-isotope shift at the PETM, which is the fastest event ever documented in the rock record. 

Carbon dioxide in the atmosphere mixes into the oceans, where organisms take up carbonate ions to make 
calcium carbonate shells. The 1.5‰ drop has been imprinted in the calcium carbonate of marine organisms 
like sponges (Böhm et al, 2002), and will remain in the rock record globally, as evidence of human activity. 
Because of this, and because of many other such markers that are being left in the rock record by human 
activities (the presence of plastic, for example), some have suggested that it is time to define a new division 
of geological time, the Anthropocene Epoch. The start of the Anthropocene Epoch would mark the 
point at which human activities became evident in the geological record. 

Radioactive Carbon (14-Carbon) 

Carbon-14 dating relies on the fact that 14C decays to 14N at a known rate. By knowing the rate, and how 
much 14C and 14N are present, we can work out how long the decay has been happening. Knowledge of the 
decay rate of 14C also makes it useful to track fossil fuel additions to the atmosphere. 

The rate of decay of a radioactive isotope is expressed as a half-l ife, which in this case is the amount of 
time it would take half of the 14C atoms in a sample to decay to 14N. The half-life of 14C is 5,730 years. After 
10 half-lives, or 57,300 years, there isn’t enough 14C left to do an age measurement. Fossil fuels are millions 
to hundreds of millions of years old, long enough for there to be none of the 14C originally contained by the 
plant material. 
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There is a notation system for 14C similar to the "13C notation system for the ratio of 13C to 12C, in which the 
amount of 14C is compared to a standard. Carbon-14 amounts are reported as #14C values in units of ‰. In 
that system, the atmosphere as a whole had a #14C of 45‰ in 2010, and fossil fuels have a #14C of -1000‰. 
Effectively, the atmosphere appears to be aging rapidly. In the bathtub analogy for carbon isotopes, adding 
CO2 from fossil fuels is like dumping ice into the tub. 

The effects of fossil fuel CO2 on atmospheric #14C levels must account for 14C being made through natural 
processes in the atmosphere, and decaying away; for the decay of a large pulse of 14C created by nuclear 
bomb tests; and for other sources of carbon with very low #14C values. Fortunately for scientists tracking 
fossil fuels by their impact on atmospheric #14C, the contribution of low #14C CO2 from other sources is tiny 
compared to known rates of fossil fuel emissions, and the other quantities are also well known. Thus, they 
have been able to determine a decrease in #14C of 3‰ for every 1 ppm of CO2 added from fossil fuels. 

The Carbon Cycle and Change in Today's Earth System 

Change in the Earth system is strongly driven by Earth’s carbon cycle, the interrelated materials and 
processes that change carbon from one form to another, and move it from one reservoir to another (Figure 
16.33).  

 
Figure 16.33 Flows of carbon in the Earth system. Numbers are rates in billions of tons of carbon 
(gigatons, Gt) per year. Yellow numbers are rates unrelated to human activity. Red numbers show the 
contribution of human activities as of 2012. Source: U.S. Department of Energy (2012) Public Domain 

The CO2 in the atmosphere is just one part of the carbon cycle. Carbon in the atmosphere is taken in by 
marine and terrestrial plants, and released when they are decomposed. Microbial activities in the soil and 
respiration by plants release carbon. Carbon also moves into and out of the ocean through exchange 
processes at the ocean’s surface. 

In the carbon cycle today, natural processes as a whole comprise far more of the flow in the carbon cycle 
than human activities do. For comparison, the relative sizes of flows in Figure 16.33 are illustrated by the 
size of the arrows. As of 2012, human activities were responsible for approximately 9 billion tons of carbon 
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added to the atmosphere per year. A large part of the 9 billion tons comes from burning oil, coal, and gas, 
and some from changes in how land is used (e.g., clearing forests to plant crops, Figure 16.34). Some 
comes from changes that humans have made that affect the ability of the Earth system to take up carbon. 

Figure 16.34 Flow diagram illustrating the pathways through which human activities produce greenhouse gases. The 
diagram connects the items in each column with flows that ultimately lead to the type of fuel used, and the greenhouse 
gasses produced. The width of each band is proportional to the quantity flowing from one column to the next. Note that 
F-Gas refers to anthropogenic fluorinated gases, which are extremely powerful greenhouse gases. Source: Fischedick et 
al. (2014), Figure 10.1, based on Baj!elj et al. (2013). See Appendix C for terms of use. 

The Earth system has accommodated the 9 billion tons by taking up an additional 3 billion tons per year in 
photosynthesis, and dissolving an additional 2 billion tons per year in the ocean. The remaining 4 billion 
tons accumulates in the atmosphere each year because the Earth system does not presently have the 
capacity to remove it. 

The fossil fuels added by humans are particularly problematic because burning them means releasing 
hundreds of millions of years worth of plant-stored carbon that would otherwise not have been an active 
part of the carbon cycle today. Contrast this with cutting down a tree and burning the wood. Burning the 
wood also releases CO2 from carbon that was stored in plant tissues, but the difference is in timescale and 
quantity. If a tree grows for 50 years before it is used as fuel, then over a century there is effectively no 
change in atmospheric CO2. What carbon the tree took out of the atmosphere decades before, burning and 
decomposition have returned. (Note: in reality, burning a tree does not have a zero net impact on 
atmospheric CO2 levels, because of interactions with other components of the Earth system. In addition, if 
humans use fossil fuels to power the tools to cut down trees, that will add CO2 to the atmosphere.) 

For fossil fuels, on the other hand, the carbon was removed from the atmosphere tens or even hundreds of 
millions of years ago. Trees draw down CO2 before we burn them, balancing out the equation, but with 
fossil fuels there is no initial draw-down from our present atmosphere. Releasing the carbon stored in those 
fuels results in a net addition to the atmosphere. What makes this even worse is that because fossil fuels 
have been accumulating for so long, there is an enormous quantity that can be burned. Trees can only be 
burned as fast as they replace themselves, but with fossil fuels it is like accumulating trees for millions of 
years, then burning them all at once. 
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Signals of Present-Day Earth-System Change 

Rising Temperatures 

From studies of Earth's past climate history, it is clear what to expect as atmospheric CO2 levels rise. 
Climate warming is one outcome. We know from ice core records that global average temperatures are 
warmer now than they have been for most of the last 800,000 years (Figure 16.22). Over the shorter term, 
direct measurements show that the climate has been on a warming trend after the start of the Industrial 
Revolution (Figure 16.9). Proxy data making up a revised version of the "hockey stick" diagram—so 
named because the shape reminded some people of a hockey stick laying on its side—take the record back 
to 1000 years ago, and show global average temperatures falling until the onset of the industrial era (Figure 
16.35). 

 
Figure 16.35 Global average temperature change for the last 1000 years. Blue- The original "hockey stick" 
diagram showing a reconstruction of northern hemisphere temperatures using tree rings as a proxy. Red- Direct 
temperature measurements. Green dots- Global temperature reconstruction using a wide range of direct 
measurements, historical records, and proxies (sediments, ice cores, tree rings, corals, stalagmites, pollen). The 
original hockey stick diagram was the focus of much controversy because it was the first evidence of anthropogenic 
climate change that could be understood by the general public. The PAGES2K project sought to bring vast quantities 
of data to establish once and for all whether a global signal of warming could be reliably discerned. The result was 
very similar to the original hockey stick. Source: Karla Panchuk (2018) CC BY-SA 4.0. Modified after Klaus 
Bittermann (2013) CC BY-SA 4.0 

Sea Level Change 
As of April 2018, global sea level has risen approximately 28 cm since 1800. According to satellite data, 
the average rate of change since 1993 has been a rise of approximately 3 mm per year. Part of the rise is 
due to the expansion of seawater as it warms. Another part of the rise is from water added by melting 
glaciers and other year-round land-based snow and ice. Note that melting of sea ice—ice already floating in 
the ocean—does not contribute directly to sea-level rise because the ice is already floating in the ocean.  
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Based on how much melting has occurred thus far, sea levels are projected to rise to between 47 cm and 
130 cm above 1880 levels (Figure 16.36). However, there is some uncertainty about how melting rates will 
respond to changes in the Earth system that result from climate change, such as changes in currents, or 
seawater beneath the leading edge of melting ice sheets warming the ice from beneath. With that 
uncertainty factored in, sea level rise could be as low as 33 cm above 1880 levels, or more than 2 m higher. 

 
F gure .  Measured and projected change in global average sea level. Data come from 
proxy records as well as from direct measurements from tidal gauges and satellite data. 
Projected sea level rise could be as little as 33 cm over 1800 levels, or as much as 206 cm. 
Source: Karla Panchuk (2018) modified after Steven Earle (2015) CC BY 4.0 and J. Willis, 
Jet Propulsion Laboratory (2013). See Appendix C for terms of use. 

Keep in mind that the global average is indeed an average. Where ocean waters experience more warming, 
and thus more thermal expansion, sea level rise may be greater than elsewhere. Regions that are rebounding 
as ice melts could experience less sea level rise, or even a fall in sea level, because the elevation of the 
terrain is actually increasing over time. On the other hand, regions on the peripheral bulge around the 
margins of ice sheets could experience greater than average sea level rise because the terrain will subside at 
the same time that the oceans are gaining volume. 

Areas that become flooded could experience greater than average sea level rise, because the weight of 
water causes the land to subside further. In the aftermath of Hurricane Harvey in September of 2017, 
measurements were reported that showed subsidence of up to 1.5 cm in the region of Houston, Texas. In 
this case, some of the subsidence could have been from sediments being compressed under the weight of 
flood waters, however the weight of water, like the weight of ice, does cause the crust to float lower in the 
mantle. 

Melting Ice Sheets

Keeping track of how rapidly ice sheets are melting is important both for being able to predict future sea 
level change, and for knowing in general how rapidly the Earth system is changing. In a recent study, 
Bamber et al. (2018) analyzed satellite measurements to determine how much mass had been lost from the 
Antarctic ice sheets, the Greenland Ice Sheet, and from other glaciers and ice caps around the world since 
1992 (Figure 16.37). 
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Figure 16.37 Large ice sheets of Antarctica and Greenland (blue) and glaciers and ice caps (yellow). Circles are 
proportional to the area of each region that is covered by glaciers. The green part of the circle indicates the proportion 
of the ice with margins resting on land, and the blue part indicates margins in the ocean. This difference is important in 
part because of the potential for faster melting when the base of an ice sheet is in contact with warming seawater. 
Source: Bamber et al. (2018) CC BY 4.0. 

The study found that over all, the mass of ice in ice sheets, ice caps, and glaciers has been falling at an 
increasing rate since 1992, and therefore adding to sea level at an increasing rate (Figure 16.38). The 
exception is the East Antarctic Ice Sheet, which actually showed an increase in mass during the studied 
interval. This is because snowfall has increased in the East Antarctic, to the point where more snow is 
falling now than at any time in the past 2000 years (Medley et al., 2017). The East Antarctic is warming 
just as the West is, but the difference is that the winds that preferentially bring precipitation to the East 
rather than the West can carry more moisture because the air is warmer. 
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Figure 16.38 Results of a study of the change in mass of ice on Earth's surface. Satellite data 
show that over all, melting has accelerated since 1992. Source: Source: Karla Panchuk (2018) 
CC BY 4.0, modified after Bamber et al. (2018) CC BY 4.0. 

16.6 Welcome to the Anthropocene 

Geologists still have not agreed on an official start date for the Anthropocene Epoch, but it is unlikely that 
they would disagree that we are presently in it. What this means in practical terms is that humans today are 
experiencing the results of past human influence on the Earth system, and humans in the future will 
experience the results of decisions made today. 

Data on Key Sources of Radiative Forcing 

The Intergovernmental Panel on Climate Change (IPCC) was established by the United Nations in 
1988 to help with those decisions. Is responsible for reviewing the scientific literature on climate change 
and issuing periodic reports on several topics, including the scientific basis for understanding climate 
change, our vulnerability to observed and predicted climate changes, and what we can do to limit climate 
change and minimize its impacts. 

In their Fifth Assessment Report, Summary for Policy Makers, the IPCC identified the main contributions 
to heating or cooling our atmosphere, and the impact they had in 2011 compared to 1750, before the 
industrial age (Figure 16.39). The main natural source of radiative forcing is the sun, but it contributes 
relatively little compared to anthropogenic sources. The greatest contribution over all comes from 
anthropogenic CO2 (top row). Note that the bar sizes indicate the relative contribution, and correspond to 
the scale at the bottom of the diagram. Bars to the left of the zero line indicate cooling of the atmosphere, 
and bars to the right indicate warming. The column on the far right indicates how confident scientists are in 
their assessment of radiative forcing for each source (VH = very high; H = high; M = medium; L = low).
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Figure 16.39 Anthropogenic and natural contributions to radiative forcing in 2011 compared to 1750. Source: IPCC 
(2013). See Appendix C for terms of use. 

The biggest anthropogenic contributor to warming, CO2, accounts for 50% of positive forcing. CH4 and its 
atmospheric derivatives (CO2, H2O, and O3) account for 29%, and the halocarbon gases (mostly leaked from 
air-conditioning appliances) and nitrous oxide (N2O, from burning fossils fuels) account for 5% each. 
Carbon monoxide (CO, also produced by burning fossil fuels) accounts for 7%, and the volatile organic 
compounds other than methane (NMVOC) account for 3%. 

CO2 emissions come mostly from coal- and gas-fired power stations, motorized vehicles (cars, trucks, and 
aircraft), and industrial operations (e.g., smelting), and indirectly from forestry. CH4 emissions come from 
production of fossil fuels (escape from coal mining and from gas and oil production), livestock farming 
(mostly beef), landfills, and wetland rice farming. N2O and CO come mostly from the combustion of fossil 
fuels. In summary, close to 70% of current anthropogenic GHG emissions come from fossil fuel production 
and use, while most of the rest comes from agriculture and landfills. 

Projected Warming 

The IPCC projects future warming by using scenarios that represent different possible paths that take into 
account global population, economic development, and global co-operation. In their best-case scenario, 
called RCP2.6 (RCP stands for representative concentration pathway, and 2.6 refers to a radiative forcing 
of 2.6 W/m2), global CO2 emissions begin to decline after 2020, and go to zero by 2080. Their worst-case 
scenario is RCP8.5, in which global CO2 emissions continue to rise rapidly. Intermediate scenarios reflect 
cases where global CO2 emissions eventually peak, but do not go to zero. 
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Figure 16.40 Model 
projections to 2100 for 
surface temperatures (a) 
and the extent of sea ice 
in September in the 
northern nemisphere (b). 
Black line: data; Grey 
shading: model attempts 
to simulate conditions 
from 1950 to 2005; 
Blue: best-case scenario 
with peak CO2 emissions 
in 2020 and zero 
emissions by 2080; Red: 
worst-case scenario with 
no decline in emissions. 
Numbers indicate the 
number of models run 
for each scenario. 
Shading indicates range 
of uncertainty. Source: 
IPCC (2013). See 
Appendix C for terms of 
use. 

In the best-case scenario, temperatures stabilize at approximately 1 ºC above 1996 temperatures by the end 
of the century. As of 2018 there is no global plan in place that will meet the timeline of RCP2.6, and cause 
emissions to decline after 2020. For sea ice, all but the best-case scenario have the average sea ice extent 
beneath the dashed line, which is effectively means the northern hemisphere would be ice-free. 

Extreme Climate-System Events 

In 2015 the World Meteorological Organization (WMO) published an analysis of extreme climate-system 
events, and showed that the number of such events globally was almost 5 times higher in the decade 2001-
2010 than in the decade 1971-1980 (Figure 16.41).

 

Figure 16.41 
Numbers of climate-
system disasters 
between 1971 and 
2010. Source: WMO 
(2015) Atlas of 
Mortality and 
Economic Losses 
from Weather, 
Climate and Water 
Extremes: 1970-2012. 
See Appendix C for 
terms of use. 
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Analyses of natural disasters and extreme weather events by the European Academies' Science Advisory 
Council (EASAC) showed that from 1980 to 2010, extreme weather, floods, and mass movement related to 
floods increased by more than three-fold in Europe. In the same study, analyses of insurance-industry data 
showed that globally, Europe and South America are the least affected. The number of events has been 
more than twice as great in Asia, Australia/Oceania, and North America (EASAC, 2013). The EASAC 
recently published an update to their study, to include data up to 2016. They now say that floods and mass 
movement events have increased in Europe by more than 4 times from 1980 levels (EASAC, 2018). 

Extreme Temperatures 

The major types of climate-related disasters reported by the WMO report are floods and storms, but the 
health implications of extreme temperatures are also becoming a great concern. In the decade 1971 to 1980, 
extreme temperatures were the fifth most common natural disasters; by 2001 to 2010, they were the third 
most common.  

For several weeks in July and August of 2010, a massive heat wave affected western Russia, especially the 
area southeast of Moscow. Temperatures soared to over 40°C, as much as 12°C above normal over a wide 
area, and wildfires raged in many parts of the country. Over 55,000 deaths are attributed to the heat and to 
respiratory problems associated with the fires (Figure 16.42). 

  
Figure 16.42 Temperature anomalies across Russia and neighbouring 
regions during July 2010. Source: Earth Observatory (2010) Public Domain 

A clue to explaining the heatwave was simultaneous flooding in Pakistan: in July, rainfalls were 70% 
higher than normal, and in August rainfalls were 102% above normal. Flooding from heavy rains combined 
with a burst dam impacted 18 million people, killing 1,985. These events were linked by a change in 
atmospheric circulation that caused weather patterns to stall out over Russia and Pakistan. The change itself 
was due in part to a decrease in the temperature differences between high and low latitudes, caused by 
warming in the north. 

Sea-Level Rise and Tropical Storm Impacts 

Projections for sea-level rise to the end of this century vary widely (Figure 16.36), however it is already the 
case that low-lying coastal regions are experiencing increased flooding during storm events. Flood defenses 
designed decades ago are or will soon be insufficient in the face of increasingly frequent and more extreme 
storm events. In a 2008 report, the Organisation for Economic Co-operation and Development (OECD) 
estimated that by 2070 approximately 150 million people living in coastal areas could be at risk of flooding 
due to the combined effects of sea-level rise, increased storm intensity, and land subsidence. The assets at 
risk (buildings, roads, bridges, ports, etc.) are on the order of $35 trillion ($35,000,000,000,000). Countries 
with the greatest exposure of population to flooding are China, India, Bangladesh, Vietnam, U.S.A., Japan, 
and Thailand. Some of the major cities at risk include Shanghai, Guangzhou, Mumbai, Kolkata, Dhaka, Ho 
Chi Minh City, Tokyo, Miami, and New York. 
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One of the other risks for coastal populations, besides sea-level rise, is that climate warming is also 
associated with an increase in the intensity of tropical storms (e.g., hurricanes or typhoons), which almost 
always bring serious flooding from intense rain and storm surges. It is difficult for climatologists to ascribe 
all of the characteristics of a particular tropical storm to climate change, but it is much easier to make a case 
for why tropical storms in general would become stronger, and have more of an impact on coastal regions. 

When Hurricane Sandy hit New Jersey and New York in 2012 (Figure 16.43), it had a devastating impact 
in part because it smashed into the coast directly rather than moving parallel to the coast. There was some 
speculation that the unusual path was the result of changes in atmospheric circulation that were related to 
climate change. We can't say for certain whether climate change caused Sandy to move the way it did, but 
we can say with confidence that climate change worsened the impact of Sandy through sea-level rise. 
Consider that, over the previous 100 years, sea level had risen a foot at the southern-most tip of Manhattan 
Island. The island was hit by a 14-foot storm-surge, higher than it would have been without sea-level rise. 

 

Figure 16.43 Damage 
from Hurricane Sandy on 
the coast of New Jersey. 
Source: Master Sgt. Mark 
C. Olsen, New Jersey 
National Guard (2010) 
Public Domain 

Tropical Storm Intensity 

Tropical storms get their energy from the evaporation of warm seawater in tropical regions. In the Atlantic 
Ocean, this takes place between 8° and 20° N in the summer. A correlation has been observed between 
variations in the sea-surface temperature (SST) of the tropical Atlantic Ocean (Figure 16.44, red) and the 
amount of power represented by Atlantic hurricanes between 1950 and 2008 (blue). Not only has the 
overall intensity of Atlantic hurricanes increased with the warming since 1975, but the correlation between 
hurricanes and sea-surface temperatures is very strong over that time period. 

 

Figure 16.44 
Relationship between 
Atlantic tropical storm 
cumulative annual 
intensity and Atlantic 
sea-surface 
temperatures. Source: 
Steven Earle (2015) CC 
BY 4.0 
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Because warm air is able to hold more water than cold air, the general global trend over the past century 
has been one of increasing precipitation (Figure 16.45). Note that this does not mean that precipitation has 
increased everywhere in the world. It means that even taking into account regions that have become drier, 
there is still more precipitation over all. 

 

Figure 16.45 Global 
precipitation from 1901 
to 2000. Source: Karla 
Panchuk (2018) CC BY 
4.0, with data from 
NASA/GISS 

Thawing Permafrost 

Most of northern Canada has a layer of permafrost that ranges from a few centimetres to hundreds of 
metres in thickness. The same is true in Alaska, Russia, and Scandinavia. One problem that northern 
communities are currently dealing with is that thawing permafrost is weakening sediments that were 
previously solid and stable. This can cause structures to settle, or even to sustain serious damage. Another 
problem with the weakening that occurs when permafrost thaws is that mass wasting can occur (Figure 
16.46). This is particularly dangerous for northern communities along coastlines, where homes may be near 
the shore and the slopes beneath them further weakened by strong wave action during severe storms. 

 

Figure 16.46 A 
degrading permafrost 
site on the north coast of 
Alaska. Source: Alaska 
Science Center, U. S. 
Geological Survey 
(2016) Public Domain 

A longer-term issue with thawing permafrost is that micro-organisms begin to decompose organic matter 
within the newly thawed sediments, releasing CO2 and CH4. The amount of these greenhouse gases released 
by decomposing organic matter could be enough to generate a significant positive feedback, accelerating 
warming further. In some polar regions, including northern Canada, permafrost also includes methane 
hydrate, a highly concentrated form of CH4 trapped in solid form. Breakdown of permafrost releases this 
CH4 as well. 
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Pests and Disease 

The geographical ranges of diseases and pests, especially those caused or transmitted by insects, have been 
shown to extend toward temperate regions because of climate change. West Nile virus and Lyme disease 
are two examples that already directly affect Canadians, while dengue fever could be an issue in the future. 
Canadians are also indirectly affected by the increase in populations of pests such as the mountain pine 
beetle (Figure 16.47). 

 

Figure 16.47 
Mountain pine beetle 
damage in Manning 
Park, British Columbia. 
Source: Jonhall (2010) 
CC BY 3.0 

Chapter 16 Summary 

The topics covered in this chapter can be summarized as follows: 

16.1 What Is the Earth System? 

Viewing Earth as a system allows us to take into account the complex ways in which the atmosphere, 
hydrosphere, biosphere, and lithosphere interact. Positive feedbacks amplify changes in the Earth system, 
and negative feedbacks reduce them. The stability of the Earth system will depend on what feedbacks are 
available. The presence of ice sheets makes the Earth system less stable.  

16.2 Causes of Climate Change 

Weather describes day-to-day conditions, but climate refers to the long-term average conditions over 
decades or longer. Climate forcings alter climate. They include processes that change the rate and location 
of solar energy reaching Earth’s surface; processes that alter how ocean currents move heat around Earth’s 
surface; and processes that affect how heat moves into and out of the atmosphere. Climate forcings operate 
on a range of timescales, from billions of years to less than a decade. Changes in greenhouse gas 
concentrations and albedo are two climate forcings affected by human activities. 

16.3 Methods for Studying Past Climate 

Climate conditions for some of human history can be determined from direct measurements that have been 
recorded, but for studying paleoclimate it is often necessary to use proxy data. Proxy data come from 
natural materials that behave in a systematic way in response to climate conditions like temperature or 
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precipitation. Proxies include tree ring data, stable isotopes, measurements of gas bubbles trapped in ice, 
and the geographic distribution of rocks and fossils. 

16.4 Computer Models of the Earth System 

Earth-system models use mathematical equations to simulate Earth-system processes. Models are set up 
and checked using real-life measurements. Model uncertainty is a number that tells us the likelihood that a 
particular model result falls within a certain range of values. It is a way to evaluate whether results can be 
used to draw meaningful conclusions.  

16.5 Humans in the Earth System 

Data show recognizable anthropogenic influence on the Earth system beginning when humans began to use 
fossil fuels for industrial purposes. CO2 in the atmosphere has the isotopic fingerprints of fossil fuels.  The 
flow of anthropogenic carbon into the Earth system is relatively small compared to some natural flows, but 
natural processes do not remove all of what humans put in, causing CO2 to accumulate in the atmosphere. 

16.6 Welcome to the Anthropocene 

Humans today are experiencing the results of past human influence on the Earth system, and humans in the 
future will experience the results of decisions made today. The main source of radiative forcing is 
anthropogenic CO2.  Humans are already experiencing extreme climate events related to warming. The best-
case projected warming scenario will stabilize global average temperatures at ~1ºC above 1996 
temperatures by the end of the century, but this will require a peak in anthropogenic CO2 emissions by 
2020, and an end to anthropogenic CO2 emissions by 2080. 

Review Questions 

1. If you receive positive feedback on a project, this means someone says you did a good job. Does 
this mean a positive feedback in the climate system is also something good? Explain. 

2. Why does the presence of ice sheets cause the Earth system to be less stable? 
3. Using the orbital information on eccentricity, tilt, and precession, we could calculate variations in 

insolation for any latitude on Earth and for any month of the year. Why do we focus on a latitude 
of 65° N during September? 

4. Explain how the positioning of Gondwana at the south pole contributed to glaciation during the 
Paleozoic. 

5. If the major currents in the oceans were to slow down or stop, how would that affect the 
distribution of heat on Earth, and what effect might that have on glaciation? 

6. Most volcanic eruptions lead to short-term cooling, but long-term sustained volcanism can lead to 
warming. Describe the mechanisms for these two different consequences. 

7. What property of greenhouse gases allows them to absorb infrared radiation and thus trap heat 
within the atmosphere? 

8. What are the advantages of proxy data over direct measurements of climate? What are the 
disadvantages of using proxy data? 

9. What are some steps that scientists take to help ensure that meaningful conclusions can be drawn 
from Earth-system computer models? 

10. What evidence tells us that rising atmospheric CO2 levels are primarily the result of humans 
burning fossil fuels? 

11. The flows of carbon through the carbon cycle that are related to human activities are actually 
much smaller than some natural flows. Why do human activities have such a large impact on the 
carbon cycle? 

12. Some people argue that climate has always changed, and present-day climate change is not 
significant compared to the long-term record of Earth's climate. Is it true that present-day climate 
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signals show that changes are not significant compared to Earth's long-term climate history? 
Explain your answer. 

13. What climate mechanism links both extreme heat waves and droughts, and extreme flooding and 
rainfall events to climate change? 

14. What evidence suggests that increasingly intense tropical storms can be expected as climate 
warms? 

15. What are the potential impacts of thawing permafrost? 

Answers at the end of the chapter 

Resources 

Canadian Climate Normals: http://climate.weather.gc.ca/climate_normals/index_e.html 

See the online version of the textbook for other data sources. 
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Answers to Review Questions 

1. A positive feedback does not mean that something good is happening in the Earth system. Rather, 
it means that a change is being amplified by other Earth-system processes that were triggered by 
the change. From a human perspective, having a change amplified could be good or bad. 
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2. When ice is present, relatively small changes in temperature can trigger albedo feedbacks that 
amplify the change. If no ice is present, a small increase in temperature might not have much of an 
impact. But if ice is present, that small increase could be enough to cause the ice to melt, and 
decrease Earth's albedo. If ice is created when the climate cools, further cooling can be triggered if 
the ice increases Earth's albedo significantly. 

3. We use 65° for estimating the glaciation potential of orbital variations because glaciers are most 
likely to form at high latitudes, where temperatures are cooler, and insolation less direct. We use 
65° N rather than 65° S because for more than 50 million years the continents have been 
concentrated in the northern hemisphere. We use July instead of January, because for ice to form 
and remain year-round, it is necessary to have cool summers. 

4. Gondwana was situated over the south pole for much of the Paleozoic. Not only was the land 
subject to temperatures cooler over all, and less direct insolation for part of the year, but the large 
size of the continent limited the extent to which heat from the ocean could reach the interior of the 
continent. The development of ice on Gondwana further cooled the planet through albedo 
feedback. 

5. If the major currents in the oceans were to slow down or stop, the tropics would get hotter and the 
high-latitude areas would get colder, leading to expansion of glaciers and sea ice. The various 
feedbacks (e.g., higher albedo because of increased ice cover) would result in a cooler climate 
over all. 

6. From a climate perspective, the two important volcanic gases are SO2 and CO2. SO2 is converted to 
aerosols which block sunlight and can lead to short-term cooling (lasting years). CO2 can lead to 
warming, but only in situations where there is an elevated level of volcanism over the long term. 

7. Greenhouse gases vibrate at frequencies that are similar to those of infrared radiation. When 
infrared radiation hits a greenhouse gas molecule, the molecule’s vibrational energy is enhanced 
and the radiation energy is converted into heat, which is trapped within the atmosphere. 

8. Proxy data can provide information about climate in the distant past, for times during which there 
were no direct measurements. As new techniques are developed, analyses of proxy data can 
improve, whereas direct measurements will have experimental errors related to the instruments 
used to make them at the time. A disadvantage of proxy data is that we don't always have a 
detailed timeline to go with the data, and may need to rely on other lines of evidence to understand 
when the proxy data should apply. Special equipment or techniques may be needed to get proxy 
data from geological materials. It is also necessary to ensure that geological processes have not 
altered the materials in some way that makes the results of analyses unreliable. 

9. Real-life measurements are used to set up the model, and to test that it can provide realistic results. 
Many different models may be used to study the same scenario, and the results compared. This 
helps scientists to compare the results of representing the Earth system in different ways. An 
estimate of uncertainty is provided so scientists can decide whether or not the range of uncertainty 
is too big, given the size of the Earth-system change being studied. 

10. Data from ice cores and direct measurements show that atmospheric CO2 levels began to rise very 
rapidly at the same time that humans began using fossil fuels extensively to power activities like 
manufacturing and transportation. At the same time, the stable carbon-isotope composition of 
atmospheric CO2 began to decrease at a rate that is consistent with the stable carbon-isotope 
fingerprint of plant-derived organic matter. Also simultaneously, the radiocarbon age of 
atmospheric CO2 began to fall, consistent with carbon from very ancient plant sources being added 
to the atmosphere. Aside from the timing of geochemical changes matching the onset of the 
industrial era, there are no other sources of carbon that can account for the geochemical fingerprint 
in the atmosphere. 

11. The reason that relatively small anthropogenic flows of carbon into the carbon cycle can have a 
big impact is that they aren't being balanced by natural processes that can remove the extra carbon. 
The result is that carbon from anthropogenic activities is accumulating in the atmosphere and 
ocean. 

12. In the past, Earth's climate has been both much colder and much hotter than today. However, 
present day temperatures are significantly different compared to global average temperatures over 
the past 1000 years, and stand out in the data from the past 800,000 years. Atmospheric CO2 levels 
are much higher than at any time during the past 800,000 years, and on that timescale, the increase 
is almost instantaneous. Therefore, the magnitude of present-day change in the Earth-system 
stands out clearly from background conditions predating the appearance of anatomically modern 
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humans. It is also happening much faster than even the most rapid carbon-release event that we 
know of in the rock record. 

13. Climate warming happens more rapidly at high latitudes more than low latitudes, decreasing the 
temperature difference between them. The decreased difference allows atmospheric circulation 
patterns to "stall out" over a location for longer than usual. What would normally be a short 
heatwave lasts much longer, and a precipitation event that would normally move elsewhere after a 
short time is now halted in place for weeks. 

14. See Figure 16.44. The power of tropical storms depends on the warmth of seawater. Data show 
that during particularly warm intervals, tropical storms are stronger. Data also show that the 
strength of storms over all is increasing as sea surface temperatures rise over time. 

15. Frozen soils provide a solid foundation for buildings in northern communities. Melting of 
permafrost means the soil beneath buildings is weakened, and buildings can suffer structural 
damage. Thawing means that hillsides are more prone to mass wasting, especially terrain along 
coasts. In terms of the climate system, thawing of permafrost allows micro-organisms to 
decompose organic matter within previously-frozen sediments, releasing additional CO2 and CH4, 
and contributing to a positive feedback. 

 




